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Abstract

A detailed chemical kinetic mechanism is developed for the gas-phase combustion of a liquid monopropellant, which
is a blend of propylene-glycol-dinitrate, dibutyl-sebacate, and 2-nitro-diphenylamine (Otto Fuel II). The combustor
is modeled as a steady-state burner-stabilized flame. The simulations reveal that not all of the dibutyl-sebacate is
consumed in the flame, with approximately 5% persisting in the post-flame region. A large class of combustion
byproducts are formed that have boiling points above the post-flame temperature and thus would be expected to
condense out along the length of the combustor. This post-flame, two-phase behavior is hypothesized to be the cause
of empirically observed oily build-up within the engine. This work represents a novel advancement in predictive
modeling for propellant design, as it provides mechanistic insight into the possible origins of engine fouling.
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1. Introduction

Air-independent propulsion presents a challenging
engineering environment, particularly for thermal en-
gines, since no ambient oxidizer is available as with
terrestrial combustion engines. For the undersea envi-
ronment, propulsion system selection is driven by oper-
ational requirements for energy and power density. De-
pending on these demands, unmanned vehicle propul-
sive systems have included, but are not limited to, en-
ergy storage in the form of bipropellant and monopro-
pellant fuels[1–3]; combustion of metals[1, 3–5]; bat-
teries, fuel cells, and semi-fuel cells[2, 6–9]; and en-
vironmental thermal energy harvesting[10]. The pre-
ceding propulsion systems can be designed to oper-
ate over several orders of magnitude of power and
energy requirements; thermal engines with monopro-
pellant fuels occupy a niche for power-dense applica-
tions at comparatively short run times. A commonly
used liquid monopropellant is Otto Fuel II (OF), which
consists of 76% (by mass) propylene-glycol-dinitrate
(PGDN), 22.5% dibutyl-sebacate (DBS), and 1.5% 2-
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nitro-diphenylamine (NDPA), where PGDN is the oxi-
dizer, DBS is a plasticizer, and NDPA is added as a sta-
bilizer. This particular blend was designed to provide a
low vapor-pressure liquid that has sufficient energy den-
sity to provide the desired range but is safe to handle and
store[11].
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Figure 1: Chemical structures for the monopropellant.

However, OF does have undesirable consequences in
operation. One particular problem is chemical fouling
of the engine assembly. After each use, the combustor
and engine are found to be coated in an oily carbona-
ceous residue, which, for lack of a more scientific term,
will be referred to simply as engine gunk. The chemical
nature of this residue, even its elemental composition,
is not presently known. The presence of this gunk in-
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creases the cost of operation and the device downtime;
furthermore, it represents a penalty on the overall effi-
ciency of the system, since a non-trivial fraction of the
monopropellant’s chemical energy is not converted into
useful work. At present, it is not known whether the
root cause of engine gunk can be traced to some aspect
of engine design, engine operation, or is simply an un-
avoidable consequence of the chemical composition of
OF.

Past work on OF and similar systems has not ad-
dressed these condensed combustion products and en-
gine fouling. Early attempts to analytically model
the combustion process were conducted with gas-phase
equilibrium solvers that did not include condensed
species[12]. More recent modeling work has contin-
ued to rely on outdated and simplified approaches as-
suming complete combustion to equilibrium gas-phase
products[13].

Experimental work has also been conducted on this
monopropellant and on the primary component, PGDN,
but not in an operating engine which would allow for
investigation of the fouling products. Experimental in-
vestigations, most notably by Faeth and coworkers, ex-
amined individual aspects of the fuel injection and com-
bustion process in an attempt to characterize monopro-
pellants for engineering applications. This has included
examination of the evaporation individual droplets[14],
measurement of bulk liquid fuel burning rates via strand
burner[15] or in a pressurized chamber[16], and exami-
nation of the overall spray flame structure[17].

More recent work to develop an alternative mono-
propellant by Fontaine included a differential scanning
calorimetry analysis of OF; this thesis represents the
most recent known published work on its properties or
behavior[18]. In summary, in nearly five decades of
study, there has not been a detailed or conclusive inves-
tigation of the combustion products of OF and the mech-
anism by which fouling of the engine and gunk deposits
occur. Further, in the decade since the work published
by Fontaine, there have been significant advances in the
modeling tools available, prompting a reexamination of
this long-standing problem.

The aim of the present work is to develop a compu-
tational model for the combustion of OF under steady-
state operation. The work combines electronic struc-
ture theory calculations on key species, automatic reac-
tion mechanism generation, and simulations of a burner-
stabilized flame. These results are combined with a ther-
mochemical analysis of key product species, as a pre-
liminary attempt to explain the origins of engine gunk.

2. Methods

2.1. Computational Chemistry
Density functional theory (DFT) calculations were

performed for several key species and transition states.
The M11/jun-cc-pVTZ functional/basis set was chosen
for this system[19], based upon the authors’ prior expe-
rience with this functional for nitrogen compounds, as
a suitable compromise between accuracy and feasibility
for the size of these molecules[20].

Transition state theory (TST) calculations were per-
formed for the decomposition of PGDN and its various
products, as well as for NDPA and its products. Because
these decomposition reactions involve a unimolecular
intermediate, the rate constants will exhibit some de-
gree of pressure dependence, and so microcanonical
rate theory is needed to provide accurate temperature-
and pressure-dependent rate constants. We used the
RRKM/ME code Mess[21, 22], which is part of the
computational kinetics package Papr developed by Ar-
gonne National Laboratory[23]. A single exponential
was used to model the collisional energy transfer, with
〈∆Edown〉 = 300 (T/298[K])0.85 cm−1, based upon pre-
vious work for molecules of this size[24–26]. For tran-
sition states that have a first-order saddle point in po-
tential energy, standard rigid-rotor harmonic-oscillator
models were used to compute the microcanonical rate
coefficients.

For the bond fission channels – such as the initial
cleavage of the O−N bonds in PGDN and the C−N
bond in NDPA – a simple analytic model was used to
describe the interaction potential, as implemented us-
ing the PhaseSpaceTheory keyword in Mess[27–29].
For these barrierless reactions, the interaction poten-
tial between the two radicals is assumed to follow a
simple αr−6 form, and the coefficient α was adjusted
so that the high-pressure limit of the reverse reaction
(e.g. R + NO2) had a rate coefficient of approximately
3 × 10−11 cm3/molecule-s, which is a reasonable ap-
proximation to the radical + NO2 reactions in the high-
pressure limit[30, 31].

2.2. Mechanism Development
The elementary reaction mechanism for monopropel-

lant combustion was generated using the open-source
software RMG (version 2.1)[32, 33]. RMG represents
chemical species using chemical graph theory, which al-
lows for efficient methods for checking if a species is
already present in a mechanism, and for decomposing
the molecule into its functional groups. For many of the
most common combustion intermediates, accurate ther-
modynamic properties are tabulated; for novel species,
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these properties are estimated via group additivity[34].
Reactions are classified according to “reaction fami-
lies”, which include templates to identify when a re-
action can occur, a recipe to describe how the reaction
changes the chemical graphs of the reactant(s), and rules
to predict the Arrhenius parameters. RMG will consider
every possible reaction that can be predicted from the
reaction families, but it only includes those reactions
that have a significant flux[35]. For a detailed descrip-
tion of RMG, the reader is referred to the recent work
by Gao et al.[33].

In RMG, the reactor model used in the rate-based
screening algorithm is an isothermal, isobaric batch re-
actor; multiple reactors with different initial conditions
can be used to create a mechanism that is valid over
a broad range of conditions. Unfortunately, generating
a mechanism for a monopropellant flame isn’t quite so
simple as providing the initial composition and a range
of temperatures and pressures. Because the monopro-
pellant is fuel-rich, some conditions will lead to the
growth of heavier molecular weight compounds. Un-
der these conditions, if the terminationTime is set too
long, RMG will (correctly) continue to follow the paths
with the highest flux until invariably the computer runs
out of memory.

Preliminary modeling results suggest that the decom-
position kinetics of the oxidizer (PGDN) and plasticizer
(DBS) are largely decoupled. The oxidizer rapidly de-
composes in the pre-flame regime, whereas the plasti-
cizer undergoes a much slower pyrolysis and partial ox-
idation process in an atmosphere that is dominated by
the PGDN decomposition products: NO2, NO, CH2O,
CH3CHO, CH3, and H. This decoupling of the chem-
istry can be used to simplify the model generation pro-
cess in a manner that captures the essential cross reac-
tions but avoids excessive memory requirements. In this
approach, RMG was run twice. In the first iteration,
a single reactor was used, which contains the original
propellant formulation at T = 800 K and P = 10 atm,
with a terminationConversion = 99% conversion of
PGDN. This reactor obtains the rapid decomposition of
PGDN, as well as some of the lower-temperature cross
reactions between the PGDN decomposition products
and DBS and NPDA. Once this mechanism was com-
plete, a second reactor was added to the input file. The
input composition of the second reactor was set to the
exit composition of the first reactor, and the temperature
was increased to T = 1600 K, with a termination crite-
rion of terminationConversion = 99% conversion
of DBS. Effectively, the first reactor corresponds to the
pre-flame region, and the second reactor corresponds to
the post-flame region.

The high-pressure limit rate coefficients from Section
2.1 were added to a local RMG reaction library. To fur-
ther reduce the complexity of the mechanism, the size of
the products were limited. As will be demonstrated in
Section 3, we need only include species up to 35 heavy
atoms to demonstrate that some species will begin to
condense out.

2.3. Flame Simulations

The open-source software package Canterawas used
to simulate the combustion chamber[36]. The combus-
tor is approximated as a 1D burner stabilized flame[37].
The inlet stream is approximated to be a vapor that has
been pre-heated to 400 K at 10 atm, with a mass flow
rate of 0.1 kg/s. The profile was refined until there were
100 grid points over a range of 0.1 m. Pressure fluc-
tuations associated with the sinusoidal dynamics of the
valve assembly are assumed to be inconsequential for
the model simulations.

3. Results
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Figure 2: Potential energy diagram for propylene-glycol dinitrate
(PGDN) and its primary thermal decomposition products. The
HONO-elimination pathways are omitted from (a) for clarity but are
included in Table 1. (b) and (c) illustrate the dominant beta-scission
pathways for the products in (a).

The potential energy surface (PES) for the decom-
position of PGDN at the M11/jun-cc-pVTZ level is
shown in Figure 2a. The most significant decomposition
pathways for PGDN are cleavage of the two O−NO2
groups. Each of these decomposition pathways also
has a corresponding HONO-elimination channel, but
these pathways are omitted from Figure 2a, because
those rate constants are roughly six orders of magnitude
smaller. The insets Figure 2b-c correspond to the subse-
quent decomposition kinetics of these two oxy-radicals,
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C3H6N1O3-A and C3H6N1O3-B, respectively. The de-
composition product for C3H6N1O3-A, CH2ONO2, is
not stable and immediately dissociates to CH2O + NO2.
Similarly, the decomposition product for C3H6N1O3-B,
CH3CHONO2, is not stable and immediately dissoci-
ates to CH3CHO + NO2. Thus, these two reactions were
input into RMG via a custom library, even though they
would not match any of RMG’s reaction templates.
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Figure 3: Potential energy diagram for 2-nitrodiphenylamine (NDPA).

The M11/jun-cc-pVTZ PES for NDPA is shown in
Figure 3. The main decomposition product is the
aminophenyl-benzyl + NO2, even though the transition
state for nitro-nitrite isomerization is lower in energy.
For the 2-nitrite-diphenylamine (lower right), the O-NO
bond is so weak that this nitrite is not a stable species
under conditions of interest and immediately dissociates
to 2-phenylamine-phenoxy + NO. The aminophenyl-
benzyl (upper left) undergoes a beta-scission to form
benzyne + a resonantly stabilized phenyl-aminyl rad-
ical. It is also possible for the amine in NDPA to lose
its hydrogen, resulting in a resonantly stabilized radical.
However, this process is 20 kcal/mol more endothermic
than the competing C−NO2 cleavage and is omitted.

The rate coefficients evaluated at 10 atm are listed be-
low in Table 1.

Table 1: Arrhenius parameters for selected rate constants, evaluated
at 10 atm. Units are in cm3, mol, s, and kcal, with Tre f = 1 K for the
temperature dependence of the pre-exponential factor.

Reaction A n Ea k(1000 K)
PGDN 
 C3H6N1O3-1 + NO2 4.3 × 1081 −20.2 60.4 6.8 × 107

PGDN 
 C3H6N1O3-2 + NO2 8.1 × 1083 −20.9 62.2 4.1 × 107

PGDN 
 C3H5N1O3-1 + HONO 3.3 × 1077 −20.8 64.0 1.3 × 101

PGDN 
 C3H5N1O3-2 + HONO 1.1 × 1076 −20.6 63.5 2.3 × 100

C3H6N1O3-1 
 CH2O + CH3CHO + NO2 1.2 × 1031 −6.2 14.0 2.6 × 109

C3H6N1O3-2 
 CH3CHO + CH2O + NO2 4.8 × 1031 −6.4 14.4 2.2 × 109

C3H6N1O3-2 
 OCHCH2ONO2 + CH3 3.6 × 1032 −6.9 17.2 1.3 × 108

OCHCH2ONO2 
 HCO + CH2O + NO2 1.3 × 1062 −14.4 52.1 3.4 × 107

NDPA 
 C12H10N1 + NO2 4.8 × 1063 −14.9 87.6 7.3 × 10−1

The first stage of the RMG process generated 50
species and 184 reactions for the pre-flame regime;
the final mechanism contained 547 species and 6191.
Earlier versions of RMG were not able converge with
NPDA as a reactive species, because the presence of
polyaromatic compounds like NDPA lead to numerical
instabilities. However, a recent modification to RMG
has vastly improved its ability to handle aromatic chem-
istry, and these improvements had a significant impact
on the present work[38].
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Figure 4: Mole fractions of major species along the length of the com-
bustor. The three solid lines are the reactants in the monopropellant
formulation. The dotted lines correspond to short-lived intermediates
in the vicinity of the flame front. The dashed lines are the more sta-
ble combustion products. (a) represents the entire combustor length
(logarithmic in x-coordinate), and (b) is an expansion (linear in x-
coordinate) around the flame front.

The major chemical species from the burner simula-
tions are presented in Figure 4. The profiles indicate that
NDPA begins to decompose immediately, along with a
steady decomposition of PGDN. The radical concentra-
tion reaches a tipping point at ∼ 2 mm from injection,
and the flame front represents a near step-change in the
composition. The majority of the compounds present
in the flame front are the decomposition products of
PGDN: CH2O, CH3CHO, NO2, and HONO. Figure
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4b zooms on on the flame front region, which is ap-
proximately 5-6 mm thick under these conditions. The
majority of the HONO concentration within the flame
front comes from H-abstraction and disproportionation,
and not from the direct HONO-elimination from PDGN
or NDPA. Immediately after the flame, incomplete com-
bustion products – CO, NO, H2O, and CH4 – make up
the majority of the gas composition. In the pre-flame re-
gion, DBS is largely unreactive, but approximately 95%
of the DBS is combusted within the flame. A small frac-
tion continues to crack downstream of the flame, pro-
ducing a sizable concentration of smaller straight-chain
species that have varying degrees of oxygenation and
saturation.
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Figure 5: Temperature profile along the length of the combustor. The
yellow shaded are denotes the post-flame region in which the vapor
temperature may drop below the boiling point of many of the species.

Figure 5 presents the simulated temperature profile
from the RMG mechanism. Because the monopropel-
lant is so fuel-rich, the peak temperature is considerably
lower than it would be for a stoichiometric mixture. The
temperature peaks at 1495 K at 3 mm from the injector,
and then decreases to 1410 K by 30 mm. The slight drop
in temperature in the post-flame region is likely due to
the continued decomposition of DBS and its products.
The unimolecular decomposition of DBS and its subse-
quent products are endothermic, and the gradual fractur-
ing of the ∼ 5% of DBS that remains in the post-flame
region leads to a modest cooling effect. The compar-
atively low temperature in the post-flame region, cou-
pled with the low concentration of potential oxidizers,
such as NO2, suggest that these fragments will continue
to pyrolyze rather than oxidize. This temperature de-
crease is particularly important, because it suggests that

the post-flame temperature may indeed drop below the
boiling point for some of the compounds.

Our present working hypothesis is that various aro-
matic radicals react with the remaining DBS decompo-
sition fragments and then condense out in the post-flame
region. Of particular interest is the fate of two radi-
cals, 2-phenylamine-phenoxy and phenyl-aminyl, that
are formed from the prompt dissociation of 2-nitrite-
diphenylamine. Owing to their resonance stabilization,
these radicals does not react with closed-shell species
and are difficult to oxidize; instead, they recombine with
other radicals – including themselves and straight-chain
unsaturated radicals that result from the pyrolysis of
DBS – to form heavier molecular weight compounds.
As mentioned previously, we chose an upper limit of 35
heavy atoms for this process; otherwise, it becomes in-
creasingly difficult to get the flame simulations to con-
verge. By 35 heavy atoms, however, we can begin to
make semi-quantitative predictions regarding the phase
change behavior.

Although RMG cannot predict phase-change prop-
erties for all species automatically, we can estimate
the thermodynamic properties for individual species
“by hand” on a case-by-case basis as part of a post-
processing routine. By using the method of Joback[39],
we can approximate the boiling point Tboil and en-
thalpy of vaporization ∆Hvap at standard state for se-
lect species. The results were tested against various
species that are structurally similar and are available
through ACDLabs[40]. Overall, the agreement was typ-
ically within ±20◦ and ±10 kJ/mol, respectively, which
is sufficient for the present work. RMG already uses
the Joback method to predict transport properties (e.g.
Lennard-Jones σ and ε)[41], and future versions will
implement the Joback method for vapor-liquid equilib-
rium (VLE) properties as well. Using the Clausius-
Clapeyron equation, we can extrapolate the boiling
point to higher pressures:

Tboil (P) =

(
1

Tboil (1 bar)
−

R
∆Hvap

ln
[ P
1 bar

])−1

(1)
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Figure 6: Two typical species that are predicted by RMG in the
post-flame region, along with their estimated vapor-liquid equilibrium
properties.

Figure 6 presents two typical molecules that are
among the hundreds produced by RMG. The molecu-
lar structure of these two particular species and the re-
actions that produced them is not our primary objective.
Rather, we wish to emphasize that RMG produces many
structurally similar compounds that contain one or more
phenyl-amine, alkane, alkene, ketone, and other func-
tional groups, with a total of 30 or more heavy atoms.
Application of the Joback method suggests that many of
these species will have a boiling point greater than 1400
K at 10 bar. Automatically computing the boiling point
is not yet possible within RMG, so we cannot estimate
the phase-change properties for all species. A visual in-
spection of the results suggests that roughly 100 of the
547 species are qualitatively similar to those species in
Figure 6. The boiling points of these species, and the re-
action paths that form them, will be the subject of future
investigation.

If we examine the flame profile in Figure 5, we note
that boiling points for the two species in Figure 6 are
above the post-flame temperature. This area is high-
lighted in yellow. Based upon these thermodynamic
considerations, we expect that a fraction of the post-
gas products will condense. The total concentration of
these compounds is quite small – typically on the ppb
level – but the condensation of these trace gas species
could serve as nucleation sites for further agglomera-
tion. Furthermore, the actual motor is actively cooled on
the surface of the combustor, and this heat loss will fur-
ther drop the post-flame temperature along the length of
the combustion chamber, thereby encouraging the con-
densation of even more products.

Finally, it should be noted that these simulations were
performed using the ideal-gas equation of state. Given
the absence of N2 or other diluents that have compress-
ibility factors Z ≈ 1 at P ≥ 10 atm, it is quite possible
that the vapor phase deviates significantly from real-gas
behavior. If we assume that P ∼ 10 atm is within the

compressibility well (Z < 1.0), then the real-gas post-
flame temperature would be lower than the ideal gas
prediction. This real-gas effect would further promote
condensation. The PI is currently collaborating with
Prof. Steven DeCaluwe (Colorado School of Mines)
to implement real-gas equations of state in 1D burner
flames for monopropellant combustors.

4. Conclusion

A detailed chemical kinetic mechanism is presented
for a liquid monopropellant, Otto Fuel II. The mech-
anism was generated using the software RMG, and
was further refined by computational quantum chem-
istry and theoretical kinetics calculations for the key
reactions of the oxidizer. This mechanism was imple-
mented in a model for a burner-stabilized flame. This
approach represents the first computational examination
of the combustion of Otto Fuel II. The model suggests
that the temperature downstream of the flame front is
insufficient to maintain a pure vapor phase. Some large
molecular weight products, typically formed from the
incomplete combustion of aromatic radicals, will con-
dense in the post-flame region. It is hypothesized that
these condensates are the chemical origin of oily residue
that build up inside the engine housing. Application
of automatic reaction mechanism generating software
provides a methodology for understanding the observed
engine fouling. As RMG becomes better at predicting
nitrogen chemistry in general and nitrate esters in par-
ticular, it has the potential to become an indispensable
design tool for novel propellants and combustor design.
Future experimental work is needed to characterize the
combustion byproducts, and future computational work
is needed to quantify real gas effects and key kinetic
pathways.
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